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Short Papers

Reverse Modeling of Microwave Circuits with
Bidirectional Neural Network Models

Mankuan M. Vai, Shuichi Wu, Bin Li, and Sheila Prasad

Abstract—Neural networks have been developed into an alternative
modeling approach for the microwave circuit-design process. In this
paper, we describe a neural network-based microwave circuit-design
approach that implements the solution-searching optimization routine by
a modified neural network learning process. Both the development of
a microwave circuit model and the searching of a design solution can
thus take advantage of a hardware neural network processor, which is
significantly faster than a software simulation. In addition, a systematic [P ) S
simulation-based approach to convert conventional circuit models into TN ' 7N
neural network models for this design process will be described. The | : 1
development of a heterojunction bipolar transistor (HBT) amplifier model N
and its applications are demonstrated.
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Fig. 1. A feedforward neutral network with two hidden layers.
Index Terms—Neural network applications, modeling, optimization

methods.
erojunction bipolar transistor (HBT) microwave amplifiers will be
demonstrated.
I. INTRODUCTION
Neural networks have been demonstrated to be a robust modeling
approach to predict the behavior of microwave circuits [1]. In com- [l. BACKGROUND

parison with various statistical methods and curve-fitting approachesa series of design solutions have to be evaluated in a microwave
for predicting system behavior, the neural network approach featutgguit-design process. In order to predict the result of employing
a learning process which fine tunes neural network parametersct@tain design parameters, the circuit has to be simulated. It is beyond
interrelate the variables being modeled. the scope of this paper to describe circuit-simulation techniques, but
In the microwave circuit-design process, a solution is generatedffice it to say that circuit simulation is always difficult and time
and its corresponding behavior is predicted by a circuit model—eithesnsuming.
traditional or neural network. The difference between the desired andrhe contribution of neural network models is the replacement
simulated behavior is used to guide the generation of a new soluti@f.the circuit model by a fast black-box model. A brief review of
This solution-searching optimization routine iterates until no furthefeural networks used in microwave circuit modeling is provided in
improvement can be achieved. Section II-A.
Neural network computation is a distributed process in which all
the neurons operate in parallel. A software implementation of a neur, IN | Network Modeli
network is sluggish since the neurons have to be updated sequentially. gura etwor _0 eing ) ) )
Only hardware implementations, which explore the parallelism of Unlike most modeling and simulation methods, the complexity of
neural network computing, can fully realize its potential [2], [3]. Ir* Neural network does not increase exponentially with the number of
prior efforts at applying neural network models in microwave desigfomponents in the circuit being S|m_u|_ated. This renders the neural
while the neural network training and modeling operations coufégtwork modeling approach very efficient.
be accelerated by a neural network processor, the solution-searchingué o the availability of a powerful training algorithm called
optimization (e.g., a gradient method) remained as a software routRFK Propagation, multilayer feedforward neural networks are most
external to the neural network model. popular for modeling applications. A multilayer neural network with
This paper describes a microwave circuit-design approach ti@4r layers (one input layer, two hidden layers, and one output
replaces the sequential solution-searching optimization routine b)Lager) used _f0r _moc?elmg purposes is shown in Elg. 1. Refernng
modified neural network learning process. This approach allows i the notation in Fig. 1.X = (1,---,@,---,2m) is the input
three main components of a neural network-based design process _%q}or,G = (9152955 gn), H = (I, - -,hk:, T ,.h,)), and
the training, modeling, and solution searching) to be implemented¥n = (¥1,- -+, 1,---,y,) are the outputs of the first hidden layer,
a hardware neural network co-processor. second hidden layer, and output layer, respectively)js the weight
After a brief review of the background of the modeling of miPetween theth input and thejth neuron in the first hidden layer;p.
crowave circuits with neural networks, the new approach will b the weight between thgh neuron in the first hidden layer and the

described. The application of this approach to the design of héfh neuron in the second hidden layer, and is the weight between
the kth neuron in the second hidden layer and itreneuron in the

Manuscript received June 18, 1997, output layer. The output of the neural network can be computed as
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where~; is the weighted total input to the output neurrwhich of adjusting the neural network weights, as originally done in the

is defined as training of the neural network, the input variables are modified to
P minimize the error function defined in (3), while the weights are kept

M= Z hiwg (2) unchanged.
k=1 This is a very simple modification of the learning process because

andp is the number of neurons in the second hidden layer. Similarije can simply exchange the roles of weights and inputs in the

the output of the second hidden lay& can be expressed as abackpropagation learning rule. This modified learning rule can be

function of the output of the first hidden lay&®, which can, in described as

turn, be expressed as a function of the input vedor P OF
The back propagation training algorithm aims to adjust the weights =T

of a feedforward neural network in order to minimize the sum-squargg

error of the network, which is defined as

(4)
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where S is the number of training data points, is the number

of output variables, andlmm = [dwi du2---dmg] and y., = wherex; andz} are the current and next input variables, respectively,

[ym1 Ym2,---»Ymq] are themth desired and calculated outputand n is the learning rate. The other variables are as defined in

vectors, respectively. This is typically done by continually changingection II-A. It is evident that the operations described in (5) can

the values of the weights in the direction of steepest descent wiib carried out in a distributed fashion. Each neuron can utilize values
respect to the error functior (for a detailed description of the propagated back from the next layer to calculate its associated terms

learning algorithm see [4]). and, in turn, send the results to the previous layer. This feature allows
the solution-searching routine to be implemented in a hardware neural
B. Design Process network processor along with the training and modeling operations.

By comparing this approach with the reverse model proposed in

corresponding to given design parameters. Since the objective h it is seen that both allow the so!ution searching to be performed
design process is to determine design parameters that produce”?hé1 .neu.ral netyvork processor .WlthOUt the need of an external
desired outcome, it would be ideal if a circuit model can be used irogtimization routine. Howgver,_ this approach has the gdvantage that
reverse direction to generate design parameters that will produce :f)hée_gular forward model is directly used and there is no need to

desired response. For example, it has been proposed to create re citly dgfme a reverse model. Since the forward model is usgd,
neural network model training data by specifying design paramet the relations between design parameters and outcomes are retained.
for a given circuit response [5] The design process is not forced to make a predetermined selection

While the need for a reverse model is apparent, microwadnend the .relz.glons. . . . .
circuits do not have reverse functions. Any attempt to create aAnotherS|gn|f|cant property of this design approach is that multiple

reverse model for a microwave circuit unavoidably captures on lutions, if they exist in the modeled system, can be found typically

a portion of the system relations. This is because, in general gh different initial solutions. This allows a yield analysis to be

design problem does not have a unique solution. While it preseﬁgrformed on the solutions to determine a design that is least sensitive

no problem in the development of a model that mapsets of 10 parameter deviafions.

possible circuit parameters into the same response, a reverse model

can only capture one of theserelations and, thus, must discard the IV. IMPLEMENTATION

other (n — 1) circuit parameters-response relations. The practice ofSince the performance of this design approach depends on a trained
microwave circuit design commonly requires a number of solutiomeural network model, the accuracy of the forward training is critical.
to be generated for a given design target so that the one whichGenerally, we would like to use the fewest training patterns that
least sensitive to parameter deviations can be chosen for the purpsia@istically represent the problem on hand. The aim of training the
of a better yield rate. A reverse model that is forced to leave out @lkural network model is to achieve a model that responds correctly
but one of the circuit parameters—response relations cannot supperthe design parameters that are used for training (memorization)

The function of a circuit model is to predict the circuit responz&_}

this design requirement. and the ability to give good responses to design parameters that are
similar, but not identical, to those used in training (generalization).
I1l. DESIGN BY A NEURAL NETWORK LEARNING PROCESS Apparently, a neural network model trained with insufficient or

@adequate data cannot be expected to function as a valid model.

Instead of pursuing an explicit reverse model of the microway he other hand - b helmed if it is fed
circuit under design, a novel design approach in which the searchﬂg the Qt_ erhand, a Fralr_nn_g process can be overwhelmed it itis fe
h training data indiscriminately.

of a solution is performed with a modified neural network Iearninﬁ’

process is developed. This approach begins by training a neural ne@nother problem with training-data preparation is in the source for

work to model the circuit under design. As described in Section II-APe data. Traditionally, data collection is performed by measuring a

the weights of the neural network are adjusted at this stage rﬁj’:ﬂ circuit set up under different conditions and is thus often time

minimize its error function given by (3). The solution searching i§°"SUMN9 and expensive. This type of data collection may even be

then performed by applying a modified backpropagation learning rd[QROSSibIe in many microwave aphplicati_ohs. d d devel h
to the trained network. An initial solution of design parameters is systematic way to prepare the training data and develop the

generated and the trained neural network model is used to predict?ﬁé‘ral network for ,the design process IS ,devel()pe,d' Instead of
outcome of this solution. The difference between the desired outcoHﬁerformmg real (_:lr_cwt measurements_, simulation techniques are used
and the one corresponding to the current solution is calculated dfRggenerate training data with a simulator such as LIBRAd

back propagated through the layers in the neural network. InsteadHP EEsof, Westlake, CA.
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design goals. The design parameters are the nine indudtets.[ s6,
Lpl1-Lp3) and two capacitors{p1 andC's1). The circuit response to

be modeled is the frequency response of this amplifier. A commercial
microwave computer-aided design (CAD) tool LIBR#&vas used to
generate 5000 sets of design parameters versus amplifier frequency-
response records. 4000 sets were used to train a neural network model
of the HBT amplifier and the remaining 1000 sets were used to verify
the accuracy of the resulting model.

The application of the amplifier neural network model was tested
on a variety of design cases. Fig. 3 shows the frequency responses
of two circuits designed with the neural network model. It can be
seen in both design cases that acceptable results were produced by
this design approach. The design parameters and their corresponding
frequency responses were verified with LIBRA.

The solution searching (i.e., the modified learning) process is very
fast since the number of adjustable variables is significantly reduced
from that of forward training. It takes several hours to complete
the training of this amplifier neural network model on a typical
workstation, but the design result can be found in a few seconds
(<15 s). The fast design time allows a number of solutions to be
generated from different initial conditions for the same design goal.
A sensitivity analysis process can then be applied to select higher
yield solutions that are less sensitive to design parameter deviations.

—— Initial response
51 —i— Target response
—o— Final response

Gain (dB)

5
16
17 +
18

+ t + + +
<« [») o -~ o~ el <t
- -

(@)

—+ Initial response
—— Target response
—o— Final response

Gain (dB)

VI.

In summary, a design process is developed so that neural networks
assume an active role in microwave circuit design. Instead of being
used passively as fast black-box circuit models, as is conventionally
Frequency (GHz) done, neural networks can be used to create a design by a modi-

() fied neural network learning process. A systematic simulation-based
approach is developed to create neural network models from conven-
Fig. 3. The frequency responses of (a) a flat-band amplifier. (b) A bandpagsha| circuit models for the purpose of designing. The performance
fitler designed by this approach. . . . .
of this design approach is demonstrated by the creation of a neural

network model for a two-stage HBT amplifier and the use of the

5 . .
HS,PICE' A major portion (e.g., 80%) of these data.are used tFésulting model to design a few circuits with different frequency
train the neural network, and the rest are used to verify the mod sponses

The goal is to achieve similar modeling errors for both the training
and verification of data. Additional data can be provided to reduce
the discrepancy between training and verification. This simulation-
based approach of generating training data also has the advantgg@g A. H. Zaabab, Q.-J. Zhang, and M. Nakhla, “A neural network modeling

of providing a means to convert a conventional circuit model into a ~ approach to circuit optimization and statistical desigtEEE Trans.

; Microwave Theory Techvol. 43, pp. 1349-1358, June 1995.
neural network model for design purposes. [2] C. Lehmann, M. Viredaz, and F. Blayo, “A generic systolic building

block for neural networks with on-chip learningEEE Trans. Neural
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